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Big data, Artificial Intelligence (AI) and machine learning are buzzwords. In this article, we briefly discuss what they mean for 
anaesthesiologists and intensivists, focusing on existing clinical applications.
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A step further in the data analysis process consists of using 
machine learning (ML) algorithms (a subfield of AI), which have 
been trained to detect specific patterns of disease states or adverse 
events. As of today, most ML innovations approved for medical 
use have been developed in the field of imaging (radiology and 
pathology). It is indeed relatively easy to train an algorithm with 
a large database of images so that it becomes capable of detect-
ing abnormalities that could be missed by a medical trainee or 
a seasoned but distracted clinician. In this respect, many ML 
algorithms have been designed to analyse chest x-rays and CT 
scans and to suggest a diagnosis (e.g., tracheal tube not correctly 
positioned on the chest x-ray of a mechanically ventilated patient 
or CT scan images suggestive of COVID-19 in a patient with 
ARDS). Recently, ML algorithms have also been implemented 
into ultrasound machines to facilitate and automate point-of-care 
echocardiographic evaluations (Nabi et al. 2019).

AI and Point-of-Care Echocardiography
Several ML algorithms have been trained to recognise heart images 
and guide users to hold and position their transthoracic probe 
correctly. Such algorithms are also able to grade image quality 
and label heart structures. An example is displayed in Figure 1. 
Some ML algorithms can take echocardiographic measurements 
automatically. For instance, the autoVTI algorithm can recognise 
a 5-chamber apical view of the heart, automatically position the 
pulse wave Doppler caliper in the left ventricular outflow tract 
and record the sub-aortic velocity time integral (VTI) over a short 
time window (Figure 1). A recent clinical evaluation suggests 

that the autoVTI algorithm may help trainees to be as efficient 
as echocardiography experts in estimating VTI, stroke volume 
(SV ~ VTI x Pi) and cardiac output using ultrasounds (Gonzalez 
et al. 2022). Several ML algorithms have also been developed 
for the automatic estimation of left ventricular ejection fraction 
(LVEF). Comparison studies suggest they may enable novices 
to measure LVEF as accurately and with better reproducibility 
than experts taking manual measurements (Varudo et al. 2022). 
Other ultrasound algorithms have been designed to predict fluid 
responsiveness in mechanically ventilated patients from the 
automatic quantification of the inferior vena cava respiratory 
variation or to detect pulmonary oedema from the automatic 
quantification of lung B lines.

In summary, the value of ML algorithms to help novices 
perform point-of-care echocardiographic evaluations has been 
documented in several clinical studies. However, given the fact 
that the proportion of intensivists trained to perform echocar-
diography is increasing sharply, whether AI innovations are 
necessary to increase the number and quality of ultrasound 
haemodynamic evaluations remains to be established.

AI and Continuous Blood Pressure Monitoring
In the search for cuffless and continuous blood pressure monitor-
ing techniques, ML algorithms have been proposed to estimate 
blood pressure and its changes from the analysis of photople-
thysmographic (PPG) waveforms. Historically, PPG waveforms 
were recorded by medical-grade pulse oximeters, but they are 

We are today able to collect and store a considerable amount 
of patient-related data. These “big” data are typically part of 
Electronic Medical Record (EMR) systems and usually combine 
demographic, clinical and biological information. They may also 
contain images (e.g. ultrasound cardiac images) and physiologic 
waveforms. These data can be analysed with simple descriptive 
methods to report basic information regarding patient charac-
teristics and outcomes such as hospital mortality, morbidity, 
and length of stay. This approach, useful for benchmarking and 
research, does not require artificial intelligence (AI). 
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today frequently obtained from smartwatches, adhesive patches, 
optical bracelets, rings or smartphone cameras (Festo et al. 
2023). A few of these devices, mainly designed for the detection 
or follow-up of patients with chronic hypertension, have been 
cleared for medical use. Recent independent clinical evaluations 
suggest they may not always be able to detect the physiologic 
night-time dipping nor therapeutic changes in blood pressure 
(Tan et al. 2023). As a matter of fact, these devices require 
frequent recalibrations and carry the potential to track changes 
in blood pressure over short time periods rather than measure 
absolute numbers (Ghamri et al. 2020). Interestingly, this would 
not be an obstacle to their use during surgery, in ICU patients or 
even in hospital wards to detect hypotensive and hypertensive 
episodes and trigger intermittent blood pressure spot-checks 
with a reference clinical method (e.g., the oscillometric brachial 
cuff method). In these settings, the reference method would be 
used not only to confirm changes in blood pressure but also to 
recalibrate the algorithm.

AI to Forecast Clinical Deterioration
As mentioned above, ML algorithms can detect specific patterns 
of overt disease states. They can also be trained to detect patterns 
associated with pre-disease states or patterns observed before 
the occurrence of specific adverse events. 

For instance, multiple ML algorithms have been developed to 
create scores (e.g., eCART or HAVEN scores) predicting severe 
adverse events in patients hospitalised in regular hospital wards. 
Several studies have shown these AI-derived scores are able to 
predict ICU admission, cardiac arrest, and death with an area 
under the curve (AUC) around 0.8-0.9 (as a reminder, a random 
guess would be associated with an AUC of 0.5 and a perfect 
prediction with an AUC of 1.0). However, their predictive value 
is frequently only slightly higher when not simply comparable 
to what is possible to achieve with existing scores such as the 
modified early warning score (MEWS) or the national early 
warning score (NEWS) - both scores which are easy to calculate 
from vital sign spot-checks (Bartkowiak et al. 2019). 

Figure 1. Examples of machine learning algorithms designed for point-of-care echocardiography. Top - Auto guiding to obtain an apical 
4-chamber view of the heart, auto-grading to ensure optimal image quality, and auto-labelling. From EchoNous (Redmond, WA, USA), with 
permission. Bottom - Automatic detection of the apical 5-chamber view of the heart, automatic positioning of the Doppler caliper in the left 
ventricular outflow tract (LVOT) and automatic measurements of subaortic velocity-time integral (VTI). From GE Healthcare (Chicago, IL, USA) 
with permission.
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Multiple attempts have been made to detect sepsis at an early 
stage, fasten therapeutic management and improve patient 
outcomes. As of today, the results of sepsis “sniffer” implemen-
tation programmes have been conflicting, with some report-
ing a decrease in time-to-antibiotic and in-hospital mortality 
(Shimabukuro et al. 2017), whereas others, including the recent 
evaluation of the EPIC system (widely used in the US), reported 
poor discrimination (AUC 0.63) and calibration in predicting 
the onset of sepsis (Wong et al. 2021). Another potential ML 
application is known as reinforcement learning. It enables the 
development of algorithms designed to provide dynamic thera-
peutic recommendations, which have been shown to be associated 
with improved organ function and/or survival (Komorowski 
2018). Whether such prescriptive algorithms may be accepted 
by clinicians (particularly by experts in sepsis management) and 
may improve clinical outcomes remains unknown.

Machine learning algorithms have also been developed and 
proposed to predict postoperative morbidity and mortality, with 
reported AUCs that may exceed 0.9. However, this predictive 
value does not always overcome what is possible to achieve 
with simple scores such as the SORT score (Wong et al. 2018). 
Of note, the subjective prediction made by clinicians has been 
shown to be associated with an AUC of 0.89! (Wong et al. 2018). 
Therefore, whether there is a need for complex ML scores to 
predict postoperative outcomes remains debatable.

Machine learning algorithms have recently been proposed 
to predict haemodynamic instability and, more specifically, 
systemic hypotension. The hypotension prediction index (HPI) 
is a commercially available ML-derived score calculated from the 
analysis of the arterial pressure waveform. It has been shown to 
forecast intraoperative hypotension 5-15 minutes ahead with an 
AUC ranging between 0.75-0.95. However, recent publications have 

highlighted the fact that HPI is the mere reflection of the mean 
arterial pressure (MAP) and, as a result, that its predictive value 
may not be superior to MAP monitoring (Mulder et al. 2023). 

In summary, the predictive value of machine learning algo-
rithms is hardly disputable. However, the superiority over exist-
ing and simpler methods often remains to be determined, and 
the complexity/benefit and cost/benefit ratio may therefore be 
questioned.

The Pitfalls of Predictive Analytics
Predictive analytics is associated with at least four main limita-
tions and/or pitfalls, which are summarised in Figure 2. 

The first one is to believe that everything is predictable. As 
highlighted by Chen and Asch in a famous New Engl. J. Med. 
editorial (Chen and Asch 2017), “no amount of algorithmic 
finesse or computer power can squeeze out information that is 
not present”. Google X, an Alphabet subsidiary, reported that its 
initiative to discover a biomarker for depression and anxiety in 
brainwave data fell short of its goal. Given the fact that they had 
almost unlimited resources and an army of top-level computer 
scientists working on this project, it is likely that brainwave 
data simply did not contain the predictive information they 
were looking for. In addition, some events are unpredictable by 
nature. As an example, which algorithm could predict hypo-
tension related to surgical injury (e.g., vena cava injury during 
liver surgery) or the decision to deepen anaesthesia or sedation 
with a propofol bolus? During surgery and in ICUs, multiple 
external factors are susceptible to modify clinical trajectories 
in one direction or the other. When steady states do not exist, it 
becomes challenging to predict short-term clinical trajectories 
(Michard and Teboul 2019).

Secondly, poor data quality is one of the main factors holding 
up the big data revolution in healthcare (Dhindsa et al. 2018). 
This limitation is often summarised as “garbage in, garbage out”. 
Indeed, one may use the best predictive algorithm, but if we 
feed it with wrong data, artefacts and/or damped physiologic 
waveforms, one may logically end up with wrong predictions. 

Figure 2. The four main pitfalls of predictive analytics
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Thirdly, it is paramount to understand that predicting does 
not necessarily mean preventing. When the prediction is not 
followed by one or more appropriate actions susceptible to 
modify the clinical trajectory, logically, nothing can be prevented. 
In the largest HPI randomised controlled trial published so far 
(Maheshwari et al. 2020), anaesthesiologists who were alerted 
about the risk of hypotension failed to prevent hypotensive 
events. Interestingly, it appeared that most of them did not feel 
the need and/or the right to give fluid, vasopressors, or inotropes 
to patients who were still haemodynamically stable and only 
had a probability of becoming hypotensive. This finding is an 
excellent illustration of the reluctance of clinicians to trust and 
follow AI recommendations (Gaube et al. 2021). 

Fourthly, there are risks associated with the treatment of prob-
abilities. Therefore, one may hardly envision being proactive from 
a therapeutic standpoint. One may be proactive by performing 
bacteriological samples when predicting sepsis or by upgrading 
surveillance when predicting clinical deterioration (e.g., by offer-

ing continuous monitoring and/or ICU admission). There is no 
harm in doing so. There might be economic consequences, but 
no harm to the patient. In contrast, giving antibiotics to a prob-
ability of sepsis or administering vasopressors to a probability 
of hypotension might be risky and is, therefore, questionable 
(Michard and Futier 2023). Who would accept receiving treat-
ment with known side effects for a predicted disease or adverse 
event that may never occur? And who would be responsible in 
case of complications? 

Conclusion
Big data, AI, and, more specifically, machine learning algorithms 
are hot topics for medical journals and scientific events. For start-
ups, they are also very useful keywords to raise funds. However, 
one may acknowledge that, as of today, and from a practical 
standpoint, the AI elephant gave birth to a mouse in the field of 
anaesthesiology and intensive care. Prospective clinical trials are 
indispensable not only to assess the safety of AI innovations but 

also to demonstrate superiority over existing and simpler methods. 
In the digital medicine era, whereas many medical students are 
eager to work on AI projects and to participate in datathons, it 
might be useful to remind them that “the immediate challenge 
to improving quality of care is not discovering new knowledge, 
but rather how to integrate what we already know into practice” 
(Urbach and Baxter 2005). Therefore, although we should keep 
our eyes and ears wide open for AI innovations, we should also 
continue to focus on basic initiatives (more nurses and doctors, 
better training with simulation, better compliance to existing 
guidelines, and better use of existing monitoring tools) that are 
known to improve patient outcomes and satisfaction.
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